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» Dummy variables are variables with two (or more) possible values (usually 0 and 1) that
indicate the absence (0) or presence (1) of a characteristic.

» They are used to represent categorical data in regression models.

» Intercept dummy variables only affect the y-intercept of the regression line.

Y = Bo+51X+62D+e = E(Y|D=0) = Fo+51X and E(Y|D =1) = (Bo+52)+L1X

» Slope dummy variables affect the slope of the regression line.

Y = fotBiX+B2DX+e = E(Y|D=0)=fo+f1X and E(Y|D = 1) = fot+(Br+B2)X

» To include categorical variables with k levels, create k — 1 dummy variables.



X Dummy (Dependent) Variable Regression
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» A linear probability model (LPM) is a dummy variable regression where the dependent
variable is linear in the parameters.

D=p+pX+e

» Conditional expectation of the dependent variable equals the conditional success probability.

E(D|X) =1-P(D=1[X)+0-P(D =0|X) = P(D = 1|X) = fo + /1X

» Errors is a binary random variable and heteroskedastic.

—Bo — 1 X if D=0

1—By—BX ifD=1 Var(€|X) = P(]'*P) = (ﬂO“”ﬂlX)(l*ﬁO*ﬂlX)
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